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1
SYSTEM AND METHOD FOR
CONTROLLING MULTIPLE WIRELESS
ACCESS NODES

This application claims the benefit of U.S. Provisional
Application Ser. No. 61/829,469 filed on May 31, 2013, and
entitled “Clustering and Rate Allocation for Uplink Coor-
dinated Multi-point Systems with Delayed Channel State
Information,” which application is hereby incorporated
herein by reference.

TECHNICAL FIELD

The present invention relates to a system and method for
wireless communications, and, in particular, to a system and
method for clustering.

BACKGROUND

There is increasing demand for higher data rates in
wireless networks to support sophisticated services such as
cloud computing. Wireless systems are adopting more
aggressive resource reuse, which leads to increased co-
channel interference. In heterogeneous networks (HetNet),
the co-channel interference may be especially problematic,
because the network deployment may follow an ad hoc style.
This may lead to increasing inter-cell interference (ICI) for
cell-edge users.

One interference management technique is coordinated
multi-point (CoMP) proposed in the third Generation Part-
nership Project (3GPP) Long-Term Evolution-Advanced
(LTE-Advanced). CoMP is also known as network multiple
input multiple output (MIMO) or base station (BS) coop-
eration. CoMP exploits ICI by facilitating channel state
information (CSI) and/or user data to be shared and jointly
processed by multiple base stations.

In CoMP, clustering determines the pattern of cooperating
base stations. Two types of clustering approaches are static
clustering and dynamic clustering. In both clustering
approaches, the CSI is either shared among network entities
or collected by a central controller.

The CSI may be imperfect due to imperfect in channel
estimation and the delay in transmitting the CSI. In CoMP,
the CSI is propagated over backhaul networks, which are
constrained in capacity, leading to lost and delayed CSI. For
example, in LTE-Advanced, the standard interface for inter-
BS communications, X2, is designed to allow a latency of 20
ms for control plan messages, with an expected typical
latency of 10 ms.

SUMMARY

An embodiment method for controlling multiple wireless
access nodes includes receiving, by a central controller from
a base station (BS), a message indicating a channel state
information (CSI) and determining a state transition function
in accordance with the message. The method also includes
determining a belief state in accordance with the state
transition function and determining cooperation for a plu-
rality of BSs including the BS in accordance with the belief
state to produce a cooperation decision. Additionally, the
method includes transmitting, by the central controller to the
BS, the cooperation decision.

Another embodiment method for controlling multiple
wireless access nodes includes receiving, by a base station
(BS) from a central controller, model information and
retrieving, by the BS from a database, a plurality of channel
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information corresponding to a plurality of user equipment
(UE) locations and a plurality of UE speeds. The method
also includes determining a state transition function in
accordance with the model information and the plurality of
channel information and transmitting, by the BS to the
central controller, a message including the state transition
function.

An embodiment central controller includes a processor
and a non-transitory computer readable storage medium
storing programming for execution by the processor. The
programming includes instructions to receive, from a base
station (BS), a message indicating a channel state informa-
tion (CSI) and determine a state transition function in
accordance with the message. The programming also
includes instructions to determine a belief state in accor-
dance with the state transition function and determine clus-
tering for a plurality of BSs including the BS in accordance
with the belief state to produce a cooperation decision.
Additionally, the programming includes instructions to
transmit, to the BS, the cooperation decision.

The foregoing has outlined rather broadly the features of
an embodiment of the present invention in order that the
detailed description of the invention that follows may be
better understood. Additional features and advantages of
embodiments of the invention will be described hereinafter,
which form the subject of the claims of the invention. It
should be appreciated by those skilled in the art that the
conception and specific embodiments disclosed may be
readily utilized as a basis for modifying or designing other
structures or processes for carrying out the same purposes of
the present invention. It should also be realized by those
skilled in the art that such equivalent constructions do not
depart from the spirit and scope of the invention as set forth
in the appended claims.

BRIEF DESCRIPTION OF THE DRAWINGS

For a more complete understanding of the present inven-
tion, and the advantages thereof, reference is now made to
the following descriptions taken in conjunction with the
accompanying drawing, in which:

FIG. 1 illustrates a diagram of a multi-cell wireless
network for communicating data;

FIG. 2 illustrates a finite state Markov chain (FSMC)
model,;

FIGS. 3A-B illustrate a nonlinear partition with an equal
stationary distribution;

FIG. 4 illustrates a processing procedure in a multi-cell
multi-user wireless network;

FIG. 5 illustrates a directed graphical model with the
relationship between observations and actual states;

FIG. 6 illustrates a system for determining clustering and
data rate allocation with channel state interference (CSI)
delay;

FIG. 7 illustrates an embodiment centralized system for
determining clustering and data rate allocation with CSI
delay;

FIG. 8 illustrates an embodiment distributed system for
determining clustering and data rate allocation with CSI
delay;

FIG. 9 illustrates a flowchart for an embodiment method
of performing clustering and data rate allocation with CSI
delay;

FIG. 10 illustrates a flowchart for an embodiment method
of performing clustering and data rate allocation performed
by a central controller;
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FIG. 11 illustrates a flowchart for an embodiment method
of performing clustering and data rate allocation performed
by a base station (BS);

FIG. 12 illustrates a graph of mean square error versus the
number of states per channel in quantization with the
Lloyd-Max algorithm;

FIG. 13 illustrates a graph of physical layer throughput
versus error margin when there is no delay;

FIG. 14 illustrates a graph of physical layer throughput
versus error margins when there is a delay of three steps;

FIG. 15 illustrates a graph of physical layer throughput
versus delay steps with a normalized Doppler shift of 0.01;

FIG. 16 illustrates a graph of physical layer throughput
versus delay steps with a normalized Doppler shift of 0.06;

FIG. 17 illustrates a graph of physical layer throughput
versus normalized Doppler shift with a delay of five steps;

FIG. 18 illustrates a graph of physical layer throughput
versus normalized Doppler shift with a delay of ten steps;
and

FIG. 19 illustrates a block diagram of an embodiment
general-purpose computer system.

Corresponding numerals and symbols in the different
figures generally refer to corresponding parts unless other-
wise indicated. The figures are drawn to clearly illustrate the
relevant aspects of the embodiments and are not necessarily
drawn to scale.

DETAILED DESCRIPTION OF ILLUSTRATIVE
EMBODIMENTS

It should be understood at the outset that although an
illustrative implementation of one or more embodiments are
provided below, the disclosed systems and/or methods may
be implemented using any number of techniques, whether
currently known or in existence. The disclosure should in no
way be limited to the illustrative implementations, drawings,
and techniques illustrated below, including the exemplary
designs and implementations illustrated and described
herein, but may be modified within the scope of the
appended claims along with their full scope of equivalents.

Stochastic control/decision theories may be used to
address the impact of imperfect channel state information
(CSI). An embodiment determines an optimal clustering and
rate allocation problem for coordinated multi-point (CoMP)
systems with delayed CSI using a decision theoretic
approach. In making clustering and rate allocation decisions,
the base stations (BSs) send the local CSI to a central
controller. Due to the delay in channel estimation and
transmission over backhaul networks, there is a gap between
the exact channel state and the observed CSI. The central
controller clusters the BSs and allocates user equipment
(UE) transmission rates based on this gap. Clustering may be
static or dynamic.

A stochastic decision theoretic approach addresses the
impact of delayed CSI. Finite state Markov chain (FSMC) is
employed to model a fading channel. A belief state with
known delay steps is computed based on state transition
function and delay. A belief state with unknown delay steps
is computed based on a state transition function and obser-
vation function following the Bayesian rule. An optimal
policy is used to solve the stochastic optimization problem.

In an embodiment, a problem is formulated as a net-
worked Markov decision process (networked-MDP) with
delays. In networked-MDP, each subsystem evolves as a
Markov decision process. In this example, the subsystem is
a BS in CoMP cellular networks. The networked-MDP
model with delay is equivalent to a partial observable
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4

Markov decision process (POMDP). A low complexity
optimal policy for clustering and rate allocation is devel-
oped. The wireless channel is modeled as a Markov chain.
Uplink and downlink may be used.

An example network, network 100 for communicating
data, is illustrated by FIG. 1. Network 100 is a cooperating
hierarchical system architecture. Network 100 has base
stations 108 and 110 in cluster 116 and base station 102 in
cluster 106.

Base stations 108, 110, and 102 are coupled to central
controller 118, which decides how the base stations coop-
erate. Central controller 118 may be a cloud controller for a
cloud random access network (RAN). A cloud controller
may perform traffic engineering, scheduling, power control,
and assigning pre-coding. Such a controller may be used for
a software defined network (SDN).

Base stations 108, 110, and 102 communicate with user
equipments (UEs) 112, 114, and 104 respectively. In net-
work 100, there is one UE associated with each BS. In other
examples, there are multiple UEs per BS. Base stations 108,
110, and 102 may be any component capable of providing
wireless access by, inter alia, establishing uplink and/or
downlink connections with UEs 112, 114, and 104, such as
a base station (NB), an enhanced base station (eNB), an
access point, a picocell, a femtocell, and other wirelessly
enabled devices. UEs 112, 114, and 104 may be any com-
ponent capable of establishing a wireless connection with
base station 102, such as cell phones, smart phones, tablets,
sensors, etc.

When a cooperating pattern is decided upon, the uplink
signals in a cluster are processed by the super base station
formed by BSs in a cluster or by central controller 118. The
cooperating pattern and rate allocation are determined. The
cooperating pattern is inherently an interference manage-
ment scheme which dictates how the UEs in different
clusters interfere with each other. Given a cooperating
pattern, the data rate the UEs can transmit is determined.

The set of BSs in the system is denoted as B={1,
2, ..., B}. With CoMP, the cooperating pattern of the BS
is dynamically changed. The BSs inside a cooperating set
are denoted by m,. Assuming the maximum number of
coordinating BSs is N, that is, the cardinality of each w,eQ2
is no more than N, a cooperating pattern € is a partition of
P, ie.

Q={w, 2 p:0,N0, =0 Vr=n'U,, o, =B}

For example, in FIG. 1, BS 108 and BS 110 form a cluster,
while BS 102 itself is another cluster. In an ideal system,
better performance is achieved by a larger cooperating set.
However, due to the overhead and imperfectness of CSI,
large clusters may be problematic.

FSMC models may be used to characterize wireless
channels. An FSMC models the temporal variation of the
channel gain. In one example, homogenous FSMC of order
one is used to model the wireless channel in CoMP cellular
networks.

For a channel from UE u to BS b, quantization of
the continuous channel state into discrete CSI thresholds
is denoted as V, ,={V,, . . ., V., V,,}, in which 0=
Vo<o oL <V, <V, /0. Accordingly, the discrete channel
states are denoted as I,,={0, . .., M-1}. In time slot t, the
channel state from a mobile user to BS b is in the same state
mely ., if the continuous channel gain h, , satisfies V,,_, <
h,,’<V,. FIG. 2 illustrates a Rayleigh channel which is
quantized into an FSMC of five states, where M=5. Curve
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212 shows the Rayleigh probability density function (PDF)
and curve 214 shows the magnitude of the fading channel
gain.

The dynamics of the FSMC is captured by the initial state
distribution and the state transition probability matrix. The
transition probability between two states i,jel,, , is denoted as
Pr(l, *'=jIL, /=i). The selection of quantization levels has
a significant effect on the transition matrix.

In a cooperating set w whose cardinality is |w|=K, signals
for UEs served by BSs in w may be decoded without
interfering with each other, while the UEs served by the
non-cooperating BSs, f-w are interferes to w. For the sake
of convenience, the BSs in ® may be numbered from 1 to K,
and the BSs in d-w are numbered from K+1 to B. The
complex channel gain from a user equipment served by BS

i to the antennas of all the BSs in  is denoted as h,e C%*!,
=1, ... KK=l,...B.

Assuming that each UE is allocated with the same trans-
mission power P, if the complex data symbols of UEs served
by cluster w are [X; . . . Xz], and the data symbols of UEs
served by the other BSs are [, - . . Xz], the received signal
of the antennas of cluster w is given by:

¥y :‘/FEI: lKhlxl'p/FEI’+K+ Pl

where n is a vector of independent complex circularly
symmetric adaptive Gaussian noise with each element n~CN
(O,N,). The first term is the useful signal inside w, while the
second term is the interference signal from P=w.

With a Minimum Mean Square Error—Successive Inter-
ference Cancellation (MMSE-SIC) receiver, the multiple
access channel capacity may be achieved. If the decoding
order is fixed, the data rates are given as:

Pllakll?
Rk = log(l + N—K A

K

RK—I = log(l + Ph%,l (NK—IIK + Ph[(h*;()ilhl(,l),

K -1
Ry = log[l ¥ th[Nzl,( ¥ Z Ph,h;] hz],

=3

and
K -1
R = log[l + Pth[NZIK > Ph,h;] ]hl].
=3
N, where 1=1, 2, . . ., K, is the additive white Gaussian

Noise (AWGN) accounting for the receiver noise N, and the
interference from outside w. Specifically, the total noise at
the 1” antenna is:

N=No+PE g Bl 2.

Therefore, given a clustering scheme €, the sum rate of the
whole system is:

R(Q=Z eaZpe R p(0).

In one example, the data rates are computed based on
MMSE-SIC. However, the framework is applicable to other
physical layer techniques, such as beam-forming.

Example analysis of the delay in CSI and its effect is
based on modeling the channels as finite state Markov
chains. As discussed above, the complex channel gain from
the transmit antenna to the receive antenna is characterized
as a Markov chain with M states. The quantization and
partitioning of the continuous value channel states into
discrete ones is an important step in channel modeling. In
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one example, the Lloyd-Max approach is used, which results
in minimum quantization mean square error (MSE).

An example quantization scheme is illustrated by FIGS.
3A-B. FIG. 3A shows histogram 220 for a Rayleigh fading
channel. FIG. 3B shows how they are mapped into three
states with approximately the same stationary probability.
Curve 230 shows the partition rule.

In a CoMP system with B base stations and one UE for
each cell, the state space of the networked-MDP model
is the Cartesian production of B> FSMCs. Namely, S=1, ;%
L,x...xI,,x...xlIgzg in which I, , is the FSMC from a
transmit antenna of UE u to a rezceive antenna of BS b, and
the size of the state space is M? . The system state at slot t
is denoted as S, decided by the B, channels:

[11,1t+1112,1t+l ----- Ib,utlx e IB,BLI]-

The state transition function is T. According to the net-
worked MDP model, the probability of the next system state
is decided by the current system state and the actions taken
by all the subsystems. As a special case of the networked
MDP model, the probability of the next system state is
decided by the current system state and the actions taken by
all the subsystems. In one example of the network-MDP, the
system state, namely the channel state, is independent of the
actions of BSs. Because in multi-cell systems, the transmit
and receive antennas are separated with large distances, we
can assume that the propagation of each signal is indepen-
dent of each other. Provided that the current state is s, the
probability for the next system state will be s' is given by:

G(s,8)=Pr($" ' =s|5'=8)=I1,, ,,_, " Z*2
Pr(l, /I, 0.
Accordingly, the d steps transition probability is given by T
Conceptually, the size of the matrix T is M? by M?.
However, the matrix is a special sparse matrix with non-zero
elements lying along the diagonal. The data structure to store
such a sparse matrix may be a linked list.

For an observation space O, O=S. In an example, 0eO and
seS represent a particular realization of the observation and
that of the state, respectively.

In a cellular architecture with a central controller, such as
network 100, there are links connecting BSs and the central
controller, where BSs may signal each other, for example
using a backhaul network. Other architectures, such as
hierarchical structures, may be used. In an example hierar-
chical structure, there is a medium level controller, the
cluster manager, which is a BS appointed by the central
controller, and the signal processing is performed at the
cluster manager.

FIG. 4 illustrates processing procedure 120. Pilot trans-
mission is performed from UEs 124 to BSs 126. The CSI is
initially obtained via pilot signals received at BSs 126. After
channel estimation, the CSI is transmitted over the backhaul
networks to central controller 128. At central controller 128,
a decision about how the BSs cooperate and the rates at
which UEs transmit are decided after obtaining the CSI. The
central controller transmits the rate allocation instructions to
the BSs, which forward it to the UEs. Then, the user data is
transmitted. The user signals are transmitted from the UEs to
the BSs, and propagate along the backhaul to the central
controller. Because there is a time delay between determin-
ing the CSI and transmitting the data, the channel conditions
are different, which leads to an error in the decision. At the
time of decision making, the available CSI is outdated. After
the decision making, the channel dynamics are occurring in
the future from the point of view of decision making. For
example, at decision stage t in FIG. 4, the clustering and rate
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allocation are decided after receiving the CSI representing
the channel some time ago. After that, the actual packet
transmission may occur in another channel realization. The
change in the CSI may be caused by interference, for
example in the channel. Interference from other UEs is an
important cause of interference, which may be compensated
for. Curve 122 demonstrates channel fading. This process
demonstrates uplink.

In downlink, the principle is similar. The parameter of
delay may be larger than in the uplink case. If the network
is a frequency division duplex (FDD) system, the UEs
feedback the channel measurements to the BSs, which leads
to larger delays before decision making. If the system is a
time division duplex (TDD) system, the measurement
occurs in the previous uplink data frame, and the delay is
larger in channel estimation. The effect of the inaccuracy of
the channel state information is more sever in downlink than
in uplink.

The outage probability may be derived as a function of
delay in CSI in a scheme where the decisions are made only
based on current observations. The outage probability deter-
mines the throughput, because the throughput is up to the
rate allocations and outage probability. This may be derived
using one UE, because the system wide throughput is the
sum of the throughput of all the UEs.

For a UE, provided that the CSI delay is d, and the current
observation is 0eQ, its outage probability is given by:

Pr(outage)==,.oPr(0)Z; s:ropcisn I (0:5)s

where Pr(o) is the stationary state distribution, s' and C(s")
are the actual channel state and its channel capacity, T is the
d-step transition matrix, and R(0) is the rate allocation for
the UE.

Given a clustering action and rate allocation, the outage
probability is decided by the probability measure where the
channel capacity is smaller than the rate allocation. The rate
allocation for the UE may be a function of the current
observation, denoted as R(0). Assuming that the rate allo-
cation is the same as the channel capacity as if the actual
channel state is o, the actual channel state is denoted as s',
and its corresponding channel capacity is C(s'). Conceptu-
ally, the outage probability is the sum of the probabilities of
the states, whose channel capacity is smaller than the rate
allocation R(0). Namely:

Pr(outagelo)=2 .z oy-csn P8 10)=Zsr oy csn 17(0,8)-
Hence, given the distribution of observation Pr(o), the
average outage probability is given by:

Pr(outage)=2,.oPr(0)Pr(outagelo)

Pr(outage)=%,. oPr(0)Z; rioyc(s ,)Ti (0,5").
Thus, the outage probability is dictated by the distribution of
the states and the d-step transition matrix.

The outage probability converges as the delay goes to
infinity. Assuming that the FSMCs are irreducible, aperi-
odic, and that all states are ergodic, the stationary distribu-
tion T =Pr(S=s) and the probability transition matrix T have
the relationship:

(8)=lim g, T(s,5").

Such a stationary distribution may also apply to the obser-
vation space. Therefore, as the delay goes to infinity, the
outage performance of CoMP based on only an outdated CSI
is dictated by the stationary distribution. In particular:

limg.Pr{outage)== . om(0) 2 s R0y s PHS")-
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Furthermore, the convergence rate of the transition matrix
towards stationary distribution is decided by the second
largest eigenvalue of the transition matrix.

In one example, the power is allocated to each user is the
same, and optimal clustering and rate allocation are deter-
mined. In another example, the possible power allocation
scheme is also considered.

At time slot t, the central controller selects the cooperating
BS and allocates the rate for the UEs. The clustering action
at time slot t is denoted by €, which is a partition of the
whole network and the rate allocation as a vector with B
elements:

R'=[R/... R4
The overall action is:
@' {Q'Red,

where A is the set of available actions.

At the end of each slot, the data transmissions are
either successful or failed due to outage. The multi-cell
system will receive an immediate reward. For UE u, where
u=l, 2, ..., B, the instantaneous throughput is denoted as
(S, a*), which is a random variable decided by the system
state S* and the action taken a’. The reward function is a sum
of the throughput of all UEs:

2SN,

The objective of the uplink CoMP is to maximize the
average cumulative rate over h slots, i.e., the physical layer
throughput. Such objective function is the averaged
expected cumulative rewards over h horizons in network-
MDP. Namely:

t=tg+h-1 4=

D DS )

t=tg u=1

1
maxa’,r:ro,ro+1,... 1o+h-1 E [%

For a particular user, for example UE u, if the current
channel capacity is less than the transmission rate allocated
there is an outage, such that the resulted transmission rate is
0; otherwise, the resulted transmission rate is equal to the
allocated rate. In particular:

0, if R, > C,(8", a),

(S, d) =
L8, d) {R;,

otherewise,

where C,(S") is the channel capacity for UE u. Provided the
action &', the outage probability of user u is denoted as:

Pr,(outagela).

Hence, the actual successful transmission rate in a time slot
t also depends on the outage probability. Namely:

E [t (5a")]=R,“[1-Pr (outagela’)].

For a network-MDP, the concept of a solution is a policy
defined as a sequence of actions that maximize the rewards
or minimize the cost.

To solve the stochastic optimization problem discussed
above, a general approach is to use dynamic programming
over belief state, which is the sufficient statistic of the
previous action and observation history. A belief state b” at
slot t is defined as a probability distribution of the state
space. Accordingly, the probability that the state at slot t is
s’ is given by the corresponding element in b* denoted as

b(s").
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Directed graphical model 240 illustrated by FIG. 5 illus-
trates the relationship between observations and actual
states. Each node represents a random variable, the arrow
presents a condition probability, and the dashed line repre-
sents that the two random variables are equivalent. The first
row of the random variables includes the states of the
system, which form a first-order Markov chain. The second
row is a sequence of observations. The arrow between
neighboring states is the state-transition function, while the
arrow between a particular state and a corresponding obser-
vation is the observation function.

With techniques such as timestamping, the number of
delay steps d may be determined. The observation is the
actual state delayed by d steps. Namely, for the two random
variables O’ and S*

O'=5"7 1=d+1.
Thus, the belief state is given by:

b(s™HY=Pr(s* o™ 0, . . L)
b(snl):Pr(SHl‘SHlﬁdstﬁd L )
b(snl):Pr(SHl‘SHlﬁd)

b(snl)zjd(snl—d’snl)

The third equality is given by the first order Markov property
assumed in the FSMC channel model, and T¢ is the d steps
probability transition matrix.

When the number of delay steps is not easily ascertained,
the belief state may still be determined. It may be assumed
that at slot t, the observation of the system is 0eO, which is
decided by the observations over B channels. The observa-
tion function O(*) essentially depicts the probabilistic rela-
tionship between an observation 0eO and a state seS. For-
mally, observation is also a function of the action taken.
However, in this example, the observation is independent of
the action taken, and it is defined as:

O(s,0)=Pr(0ls).

Provided a new observation at time t+1, o™!, the new
belief should reflect the likelihood of ending up in new state
s"+1, the likelihood of observing o™**, and the previous belief
distribution b’. The rule to update the belief state according
to the previous belief and the current observation is based on
the Bayesian rule defined as:

b(s’“) — Pr(SHl |or+1’ b’)

O(SH»I’ 01+1)Z (s, SHl)b(S’)

stes

b(s’“) —

O(SH»I’ 0’*1) Z T(s, 5’*1)b(5’)
s'es

sttles

The second equality is based on the fact that the channel
dynamics is independent of the clustering and rate allocation
actions.

An example CoMP system is simpler than an example
networked-MDP, because there is only a delay between the
subsystems (BSs) and the central controller. In general, in
networked-MDP, there is also a delay between subsystems.
In an example, because the channels between the UEs and
the BSs are independent of each other, the system state is
Markovian. Therefore, if the system state is perfectly
observed, it is a Markov decision process (MDP). However,

15

20

25

40

45

50

55

10

because the central controller can only see an outdated
version of the actual system state, i.e., the system state can
only be partially observed, it is a partially observable
Markov decision process (POMDP). The complexity of the
dynamic programming approach to solve the networked
MDP model is PSPACE, which is problematic for large state
spaces and horizons. A greedy policy maximizes the
expected instantaneous transmission rate, i.e., the action to
take at slot t is given by:

a*=argmax _,Z,_“BR, " (1-Pr,(1-Pr,(outagela’)).

The outage probability is approximated using the Markov
chain channel model. Given the rate allocation R* and the
clustering action, the outage probability is approximated by:

Pr,(outagela’)=Zc <z, D(S);

which is the probability of the channel being in the states
where the allocated transmission rate R® is greater than the
channel capacity C(s'). It may be shown that in uplink CoMP
the greedy policy is the optimal policy.

The optimality of the greedy policy is based on the fact
that the dynamic of the channel states is independent of the
actions taken. At horizon h=1, the optimal action to take is
the maximizer of:

Ez, 2 shah),

which is the action given by the greedy policy to maximize
the expected rewards. Assuming at horizon h, hz=1, the
optimal policy is the greedy policy. Then, at horizon h+1:

ZulS', a)

u=B
+]EZ§H(S’H1’ ah+1)_
u=1

Thus, provided the hypothesis that the greedy policy maxi-
mizes the first term in the above equation, the action to take
to maximize the total expected rewards is the one to maxi-
mize the second term, which is equivalent to the case with
horizon 1. Therefore, the greedy policy is the optimal policy
for the CoMP clustering problem.

FIG. 6 illustrates system 130 for clustering and rate
allocation. Central controller 132 contains channel predic-
tion block 136 and clustering, power, and rate allocation
block 138, while wireless network 134 contains wireless
network 140. In channel prediction block 136, the channel is
predicted. The channel is predicted based on a channel
measurement from wireless network 140. In one example,
the channel is also predicted based on the CSI delay from
wireless network 140. Alternatively, the CSI delay is not
considered.

A decision is made by clustering, power, and rate alloca-
tion block 138 based on the channel prediction from channel
prediction block 136 and the user traffic.

The decision is passed on to wireless network 140.
Wireless network 140 may output its performance.

FIG. 7 illustrates system 150 for clustering and rate
allocation. The delay compensation is centralized in central
controller 152, which interacts with wireless network 154.
Database 156 stores channel information for historical UE
locations and speeds. The data stored includes historical
locations and speeds of UEs and information about the
channel. This information is received from wireless network
158.

Control block 160 makes a decision based on information
from database 156 and from wireless network 158. In
control block 160, the channel model models the channel
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based on the information stored in database 156, the per-
formance from wireless network 158, and CSI delay and
time information from wireless network 158. In one
example, an FSMC channel model is used. Alternatively,
another channel model is used. Channel model 162 may be
a finite state machine.

Then, clustering, power, and rate allocation block 164
makes a decision based on the channel model from channel
model 162 and a channel measurement from wireless net-
work 158. The channel measurement may be delayed for
about 5-10 ms based on the backhaul performance. The
power and rate allocation for UE transmission are deter-
mined. Also, the clustering for multiple BSs is determined.
This may be done for multiple-input multiple-output
(MIMO). With fading, the probability that the channel is
within X dB of the desired channel is determined.

Wireless network 158 then performs based on the decision
from central controller 152. The clustering and rate alloca-
tions are applied to the communications system.

FIG. 8 illustrates system 170 for clustering and rate
allocation in a distributed system. Some of the computation
is performed by central controller 172, and some of the
computation is performed by wireless network 174. Central
controller 172 contains control block 182. In control block
182, central channel model 184 models the channel based on
quantization levels, a state-transition function, and an obser-
vation function or CSI delay from local channel model 180
in wireless network 174 and from the FSMC state index
from local channel model 180. The FSMC state index is
transmitted on a short term message, while the quantization
levels, state-transition function, observation function, or CSI
delay is transmitted on a long term message. In one example,
central channel model 184 is an FSMC channel model.
Central channel model 184 determines the expected delay
and modeling method, along with the number of channel
states, which are output to local channel model 180 in
wireless network 174.

Clustering, power, and rate allocation block 186 makes a
decision based on the channel model from central channel
model 184 and user traffic.

The decision is output to local node 176 in wireless
network 174. Local node 176 may be a base station. Local
node 176 determines the channel measurement, perfor-
mance, and location and speed of the UE. The location and
speed are stored in database 178. Database 178 stores the
channel information location and speed. The performance
and channel measurement are passed to local channel model
180. Local channel model 180 may be an FSMC model.

FIG. 9 illustrates system 190 for estimating the CSI
accounting for the CSI delay. The channel observation
history is stored in channel observation history block 192.
The channel is modeled, for example by an FSMC model.
The FSMC model includes state-transition function 194 and
observation function 196.

Observation function 196 is the observation function in
the FSMC.

CSI delay 198 is the CSI delay.

Outdated channel state 200 contains the known CSI. The
channel has changed since the CSI information was deter-
mined.

State-transition function 194 is the probability of two
states in the Markov chain. State transition function 194,
observation function 196, CSI delay 198, and outdated
channel state 200 are used to determine belief state 202.
Belief state 202 is the probability mass function (PMF) of
the actual channel] state.
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The optimal decision 204 is made based on belief state
202. The optimal decision is the decision that maximizes the
mean sum throughput.

FIG. 10 illustrates flowchart 340 for a method of deter-
mining clustering and rate allocation performed by a con-
troller. Initially, in step 348, the controller receives infor-
mation from base stations in the network. When a
centralized method is used, locations and speeds of UEs in
the network the CSI delay and time information is used.
Also, the channel measurement is received, which may be
delayed by 5-10 ms. When a centralized method is used, the
performance of the network is also received by the control-
ler. In the centralized method, the location and speed infor-
mation is stored in a database containing channel informa-
tion, locations, and speed. When a distributed method is
used, a short term message and a long term message may be
received. The short term message includes the FSMC state
index, while the long term message includes quantization
levels, a state-transition function, and an observation func-
tion or CSI delay.

In step 342, the channel is modeled, for example using
FSMC. Channel information such as historical UE locations
and speeds, is read from a database in the centralized
method. A Markov chain is a mathematical system that
undergoes transitions from one state to another on a state
space. It is a random process usually characterized as
memory less. The state-transition function, which is the
probability of two states in the Markov chain, is determined.
Also, the observation function is determined. If the uplink
CoMP system has B base stations and one UE per cell, the
state space of the FSMC for the channel from a transmit
antenna of UE u, to a receive antenna of BS b, is S, .- where
i, =1, 2, . . ., B. The state space of the whole networked-
MDP system is the Cartesian product of all the B* FSMCs:

S=S8p10XSbyu X -+ - XS ppupe

The size of the state space is MBZ, where M is the number
of states for the FSMC. The state-transition function T is
given by the FSMC channel model:

T(s/t],s [t+1])=Pr(S{ft+1]=s[t+1]1S[t]=5s[1]])

(LS ATy R Py 141 [y, 7).

Stochastic optimization is performed. At slot t, the central
controller selects the cooperating BSs and allocates the rate
for UEs. The clustering action at time t, is denoted by €[t],
a partition of the whole network. The rate allocations as a
vector with B elements is denoted by:

RIJ=[R\[Y - . . Rp[t]].

The overall action is:

aftj={Qt].R[1]}ed,
where A is the set of actions available. At the end of each
slot, the data transmissions are either successful or unsuc-
cessful due to outage. In the network-MDP terminology, the
multi-cell system will receive an immediate reward. For UE
u, u=1, 2, . .., B, the instant throughput is denoted by:

S(8(t.a 1),

a random variable decided by the system state S[t] and the
action a[t]. The reward function is a sum of the throughput
of all UEs:

2, PCS ] aft)).

The objective of the uplink CoMP is to maximize the
average cumulative rate over h slots, i.e., the physical layer
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throughput. The objective function is the averaged expected
cumulative rewards over h horizons in network-MDP.
Namely:

1
MaXa[=12,... ,hlE[ﬁ

In one example, the channel is entirely modeled by the
central controller. In another example, the channel is par-
tially modeled by the central controller and partially mod-
eled by the BSs.

Next, in step 344, the belief state is determined based on
the state transition function and observation generated by the
FSMC, the CSI delay, and the outdated CSI. This is the PMF
of the actual channel state. The belief state is the sufficient
statistic of the previous action and the observation history.
With techniques such as timestamping, the number of delay
steps d may be determined. With an assumption on the
number of delay steps, the observation is the actual state
delayed by d steps, namely:

Oft]=Sft=d],t=d+1.
Thus, the explicit relation between the current state and the

observation is:

b(sft+1])=Pr(sft+1]loft+1],0/7], . . .)
b(sft+1])=Pr(sft+1]Isft+1-d] s[t-d], . . .)
b(sft+1])=Pr(s[t+1]ls[t+1-d])

b(sfte1)=T%(s[t+1-d] s [t+1])

At slot t, the observation of the system O[t] is o[t], which
is decided by observations over B channels. Observation
function O depicts imperfect channel estimation:

OGsft].oft],a[))=P(Oft]=o[t]S[t]=s[1]).

Provided a new observation at time t+1, o[t+1], the new
belief reflects the likelihood of ending up in new state s[t+1],
the likelihood of observing s[t+1], and the previous belief
distribution b[t]. That is:

b(s[t + 1]) = Pr(s[t + 1]o[t + 1], alz], b[r]) =

O(s[t + 1], alz], o[t + 1]) Z T(slz], alz], slz+ 1Db(s[e])

slfles

Os[r+1], alt], ot + 11 3, T(slzl, alz], s[r + 1Db(s[r])
s[es
s[t+11es

O(s[t + 1oz + 1]) Z T(s[z], alz], slz+ 1Db(s[z])

slfes

O(s[t+ 1], o[t + 1) > T(s[z], s[z+ 1])b(s[l‘]).
sltles
s[t+l]es

Then, in step 346, the decision is determined based on the
belief state. This is done to maximize the mean sum through-
put. The greedy policy maximizes the expected instanta-
neous transmission rate. The action to take at slot t is given
by:

a* fr)=argmaX pgesZe R f1]:(1-Poye ,(Sft],a 1])).
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The outage probability is approximating using the
Markov chain model. Given the rate allocation R[t] and a
guess of the actual channel state S[t], the outage probability
is approximated by:

Pout,u(a[l]):ECM§[1]<RM[t]b(§[Z])'

which is the probability of the channel being in the states
where the allocated transmission rate R[t] is greater than the
channel capacity C(é[t]).

In step 350, the decision is transmitted to the BSs. When
a distributed method is used, the expected delay and mod-
eling method and the number of channel states are also
transmitted to the BSs.

FIG. 11 illustrates flowchart 360 for a method of deter-
mining clustering and rate allocation performed by a base
station. Initially, in step 362, the BS receives a decision from
the controller. The decision includes clustering and rate
allocation.

Next, in step 372, the BS implements the clustering and
rate allocation received in step 362. The BS cooperates with
other BSs assigned to its cluster. Also, the BS sets the data
rates for its associated UEs.

Then, in step 364, the BS determines the CSI. The CSI is
estimated and quantized. The CSI delay and time informa-
tion is ascertained. Also, the BS determines the location and
speed of associated UEs. This may be done by requesting the
locations and speed from the UEs, and receiving the infor-
mation in responses from the UEs. Also, the BS monitors the
performance.

Steps 366 and 368 are performed in a distributed method.
In step 366, the BS receives model information from the
controller. The received model information may include the
expected delay and modeling method and the number of
channel states.

In step 368, the BS models the channel. The channel
information location and speed information of UEs is stored
in a database at the BS. The historical location and speed
information is retrieved from the database. The channel is
modeled based on the information retrieved from the data-
base, the measured channel from step 364, location and
speed information of the UEs, the performance, and the
expected delay and modelling method and the number of
channel states received from the central controller. The BS
generates a state-transition function and an observation
function or CSI delay. The BS also produces quantization
levels and an FSMC state index. For this, the BS may send
the anticipated changes for the future for the central con-
troller to take into account for its own decision.

Finally, in step 370, the BS transmits information to the
central controller. When a centralized method is used, the
location and speed of UEs, the channel measurement, the
CSI delay and time information, and performance informa-
tion are transmitted to the central controller. On the other
hand, when a distributed method is used, an FSMC state
index, quantization levels, state-transition function, and
observation function or CSI delay is transmitted to the
central controller.

Computer simulations are carried out to evaluate the
performance of an example clustering and rate allocation
scheme. For the time-varying wireless channels, the 3¢
generation partnership project spatial channel model
extended (3 GPP-SCME) channel model is used. There are
three base stations in the system, with one antenna per BS,
and the inter-site distance is 800 m. The number of clusters
is set to two, so the number of possible clustering action is
three. Three other schemes are used for comparison.
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In one example, clustering is based on the current obser-
vation. Specifically, the central controller selects the best
cooperating set and allocates the rates according to the
current CSI observation. An error margin 0 is used for rate
allocation. In particular, given the knowledge of the channel
signal to interference plus noise ratio (SINR), a transmission
rate is decided based on the threshold SINR. A lower rate is
used unless the SINR is greater than the threshold by 6. The
usage of error margin increases the reliability of data trans-
missions. In the simulations, the error margins range from 0
to 9.5 dB.

In another example, a universal reuse cellular network
without cooperation is used, in which the interference from
neighboring cells are taken as noise.

An additional example is based on channel prediction
using auto-regressive (AR) model based techniques. It pre-
dicts the current channel state information based on the
history of outdated CSI. Then, a clustering and rate alloca-
tion decision is made based on the new channel prediction.
The order and the size of the window in prediction are two
and five, respectively.

The parameters used in the simulations are given in Table
1, below. The fast fading dynamics is characterized by a
normalized Doppler shift, which is defined as the Doppler
frequency shift times the sample duration. Because the
Doppler frequency shift is approximately the inverse of the
coherence time, the normalized Doppler shift is the ratio of
coherence time over the sample duration. The delay is
measured in the number of state transition steps. For each
state transition step, the physical time duration is 1 ms. The
channel state value in each state is obtained via averaging
the values the channel state samples.

TABLE 1
Parameter Value
Carrier frequency 2110 MHz
Base station antenna height 24 m
User equipment antenna height 0.5 m
Sampling duration 1/500,000

From 0.01 to 0.06
30.18 + 26 * log 10 (distance)

Normalized Doppler shift
Path loss

Signal bandwidth 15 KHz
Receiver noise power density -174 dBm/Hz
User equipment transmit power 20 dBm

In the simulations, the stationary state distribution and
state transition probability matrix from 2x10° channel real-
ization of fading channels are abstracted. In quantizing the
channel state information, the Lloyd-Max algorithm is used,
which minimizes the mean square error (MS). An important
parameter in quantization is the number of states per chan-
nel. FIG. 12 depicts curve 320 illustrated the mean square
error versus the number of states per channel in quantization
with the Lloyd-Max algorithm. The MSE decreases expo-
nentially with an increase in the number of states. For the
simulations, the continuous channel values are quantized
into two states.

The setting of the error margin is important for some
cooperative schemes. For example, FIG. 13 illustrates the
effects of error margins when there is no delay. Curve 330
shows the physical layer throughput in bits per second (bps)
versus error margin in dB in a proposed scheme, while curve
332 shows the physical layer throughput in bps versus error
margin in dB in another scheme. Both schemes deteriorate
by using error margin in rate allocation when there is no
delay. The normalized Doppler shift is 0.06. With a larger
error margin, higher data rates are achieved for the proposed
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scheme, because a higher data rate and clustering pattern
may be used even when the set of rates is constrained by the
error margin. FIG. 14 illustrates a graph of the effects of
error margins for the case where the delay is three steps.
Curve 250 shows the physical layer throughput in bps for a
proposed scheme and curve 260 shows the physical layer
throughput in bps for an existing scheme. When the error
margin is small, for example less than 0.5 dB, the error
margin helps the existing scheme, where the best perfor-
mance is reached when the error margin is 0.5 dB. However,
error margins do not help the proposed scheme.

To study the effects of delay, simulations of various
normalized Doppler shifts is performed. Small normalized
Doppler shifts correspond to large coherence time and the
low mobility scenario. The non-cooperative scheme serves
as a baseline. For the non-cooperative scheme, the delay
only comes from the channel estimation. On the other hand,
for the cooperative schemes, if there is delay, the delay
includes the one step channel estimation delay plus the
backhaul delay.

FIG. 15 compares the throughput between various
schemes. Curve 260 shows the physical layer throughput for
the proposed scheme, curve 262 shows the physical layer
throughput for a prediction scheme, curve 264 shows the
physical layer throughput for a cooperation scheme, and
curve 266 shows the physical layer throughput for a non-
cooperation scheme. The physical layer throughput of the
three cooperative schemes drops gradually as delay
increases. The difference between the cooperative schemes
is minor. With low UE mobility, the effect of delay in CSI
is not significant. Moreover, none of the schemes are effec-
tive at reducing the effect.

With a higher UE velocity, namely a large Doppler shift,
a higher performance gain may be expected for the proposed
scheme. The effect of delay on throughput with a normalized
Doppler shift of 0.06 is illustrated in FIG. 16. Curve 290
shows the physical layer throughput for the proposed
scheme, curve 292 shows the physical layer throughput for
the prediction scheme, curve 294 shows the physical layer
throughput for the cooperation scheme, and curve 296
shows the physical layer throughput for the non-cooperation
scheme. When the delay is smaller than eight steps, the AR
prediction scheme has some advantages over the existing
non-predictive scheme. However, the performance of AR
prediction decreases dramatically as delay increases. The
advantage of the existing non-predictive scheme diminishes
when the delay is larger than nine steps. In contrast, for the
proposed scheme, considerably higher throughput is
observed when the delay is large. In particular, an embodi-
ment scheme outperforms the existing cooperative scheme
by more than 30% when the delay is more than six steps.
This is largely due to the fact that with a large delay, the
proposed scheme is able to utilize the stationary distribution
of the finite state Markov chains to make good decisions.

Another important factor impacting the channel dynamics
is the speed of the UEs, which is related to the Doppler shift.
The effect is investigated by ranging the normalized Doppler
shift from 0.01 to 0.06 for various delay settings.

FIG. 17 illustrates the effects of UE mobility speed on
throughput when the delay is five steps, a moderate delay.
The embodiment scheme outperforms the existing schemes.
Curve 300 shows the physical layer throughput for an
embodiment scheme, curve 302 shows the physical layer
throughput for the prediction scheme, curve 304 shows the
physical layer throughput for the cooperation scheme, and
curve 306 shows the physical layer throughput for the
non-cooperation scheme. The existing AR prediction
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scheme has only minor gains over the existing cooperative
scheme in low mobility cases. The embodiment scheme
obtains more throughput than the AR-prediction scheme by
around 2% in the low mobility case and by 18% in the high
mobility case.

FIG. 18 illustrates the effects of UE mobility speed on
throughput when the delay is 10 steps, a large delay. Curve
310 shows the physical layer throughput for an embodiment
scheme, curve 312 shows the physical layer throughput for
the prediction scheme, curve 314 shows the physical layer
throughput for the cooperation scheme, and curve 316
shows the physical layer throughput for a non-cooperation
scheme. The AR-prediction scheme deteriorates and loses
the prediction capability when the mobility is high. In
contrast, an embodiment scheme has significant perfor-
mance gains. Such gains increase as the UE mobility
increases. Specifically, an embodiment scheme achieves
about a 45% higher data rate than other schemes at a high
mobility.

When the fading process is jointly Gaussian, the auto-
regressive based channel prediction is the optimal channel
predictor in terms of mean square error. However, its per-
formance declines significantly in high mobility scenarios
when the delay is large. By contrast, and embodiment
decision theoretic scheme is not simply predicting the chan-
nel state but making the best decision under uncertainty.
With a large delay and high channel dynamics, the embodi-
ment scheme outperforms the AR-prediction scheme.

Furthermore, an embodiment scheme has a computational
complexity advantage. Table 2 illustrates the average com-
putation tome for an AR-prediction scheme and an embodi-
ment scheme. The embodiment scheme may react quickly
because the online table lookup time is negligible. By
contrast, the computational complexity of AR-prediction is
problematic for real-time operations.

TABLE 2
Scheme Offline phase Online phase
AR-Prediction 0 275 ms per slot

Embodiment 83s Negligible table lookup

FIG. 19 illustrates a block diagram of processing system
270 that may be used for implementing the devices and
methods disclosed herein. Specific devices may utilize all of
the components shown, or only a subset of the components,
and levels of integration may vary from device to device.
Furthermore, a device may contain multiple instances of a
component, such as multiple processing units, processors,
memories, transmitters, receivers, etc. The processing sys-
tem may comprise a processing unit equipped with one or
more input devices, such as a microphone, mouse, touch-
screen, keypad, keyboard, and the like. Also, processing
system 270 may be equipped with one or more output
devices, such as a speaker, a printer, a display, and the like.
The processing unit may include central processing unit
(CPU) 274, memory 276, mass storage device 278, video
adapter 280, and 1/O interface 288 connected to a bus.

The bus may be one or more of any type of several bus
architectures including a memory bus or memory controller,
a peripheral bus, video bus, or the like. CPU 274 may
comprise any type of electronic data processor. Memory 276
may comprise any type of non-transitory system memory
such as static random access memory (SRAM), dynamic
random access memory (DRAM), synchronous DRAM
(SDRAM), read-only memory (ROM), a combination
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thereof, or the like. In an embodiment, the memory may
include ROM for use at boot-up, and DRAM for program
and data storage for use while executing programs.

Mass storage device 278 may comprise any type of
non-transitory storage device configured to store data, pro-
grams, and other information and to make the data, pro-
grams, and other information accessible via the bus. Mass
storage device 278 may comprise, for example, one or more
of a solid state drive, hard disk drive, a magnetic disk drive,
an optical disk drive, or the like.

Video adaptor 280 and I/O interface 288 provide inter-
faces to couple external input and output devices to the
processing unit. As illustrated, examples of input and output
devices include the display coupled to the video adapter and
the mouse/keyboard/printer coupled to the I/O interface.
Other devices may be coupled to the processing unit, and
additional or fewer interface cards may be utilized. For
example, a serial interface card (not pictured) may be used
to provide a serial interface for a printer.

The processing unit also includes one or more network
interface 284, which may comprise wired links, such as an
Ethernet cable or the like, and/or wireless links to access
nodes or different networks. Network interface 284 allows
the processing unit to communicate with remote units via the
networks. For example, the network interface may provide
wireless communication via one or more transmitters/trans-
mit antennas and one or more receivers/receive antennas. In
an embodiment, the processing unit is coupled to a local-
area network or a wide-area network for data processing and
communications with remote devices, such as other process-
ing units, the Internet, remote storage facilities, or the like.

While several embodiments have been provided in the
present disclosure, it should be understood that the disclosed
systems and methods might be embodied in many other
specific forms without departing from the spirit or scope of
the present disclosure. The present examples are to be
considered as illustrative and not restrictive, and the inten-
tion is not to be limited to the details given herein. For
example, the various elements or components may be com-
bined or integrated in another system or certain features may
be omitted, or not implemented.

In addition, techniques, systems, subsystems, and meth-
ods described and illustrated in the various embodiments as
discrete or separate may be combined or integrated with
other systems, modules, techniques, or methods without
departing from the scope of the present disclosure. Other
items shown or discussed as coupled or directly coupled or
communicating with each other may be indirectly coupled or
communicating through some interface, device, or interme-
diate component whether electrically, mechanically, or oth-
erwise. Other examples of changes, substitutions, and altera-
tions are ascertainable by one skilled in the art and could be
made without departing from the spirit and scope disclosed
herein.

What is claimed is:

1. A method for controlling multiple wireless access
nodes, the method comprising:

receiving, by a central controller from a base station (BS),

a message indicating a channel state information (CSI),
wherein the central controller is a cloud controller for
a cloud random access network (RAN);

retrieving, from a database, a plurality of channel infor-

mation;

determining a state transition function in accordance with

the message and the plurality of channel information;
determining a belief state in accordance with the state
transition function;
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determining cooperation for a plurality of BSs comprising
the BS in accordance with the belief state to produce a
cooperation decision; and

transmitting, by the central controller to the BS, the

cooperation decision.

2. The method of claim 1, wherein the cooperation
decision is a rate decision.

3. The method of claim 1, wherein the cooperation
decision is a power level decision.

4. The method of claim 1, wherein the cooperation
decision is a clustering decision.

5. The method of claim 1, wherein determining the state
transition function comprises utilizing a finite state Markov
chain (FSMC).

6. The method of claim 1, wherein the message comprises
the CSI and a CSI delay, wherein determining the state
transition function comprises determining the state transi-
tion function in accordance with the CSI and the CSI delay.

7. The method of claim 1, wherein the plurality of channel
information corresponds to a plurality of UE locations and
a plurality of UE speeds.

8. The method of claim 1, wherein the message comprises
an FSMC state index, wherein determining the state transi-
tion function comprises determining the state transition
function in accordance with the FSMC state index.

9. The method of claim 1, wherein the message comprises
the state transition function.

10. The method of claim 1, wherein the message com-
prises an observation function, wherein determining the
belief state comprises determining the belief state in accor-
dance with the observation function.

11. The method of claim 1, wherein determining the belief
state comprises:

determining a number of delay steps; and

determining the belief state in accordance with the num-

ber of delay steps.

12. The method of claim 1, wherein determining the belief
state comprises determining the belief state in accordance
with a previous belief distribution.

13. The method of claim 1, wherein determining coop-
eration comprises utilizing a greedy policy.

14. The method of claim 1, wherein determining coop-
eration comprises approximating an outage probability in
accordance with the belief state.

15. A method for controlling multiple wireless access
nodes, the method comprising:

receiving, by a network element from a central cloud

controller, model information;

retrieving, by the network element from a database, a

plurality of channel information corresponding to a
plurality of user equipment (UE) locations and a plu-
rality of UE speeds;

determining a state transition function in accordance with

the model information and the plurality of channel
information; and

transmitting, by the network element to the central cloud

controller, a message comprising the state transition
function.

16. The method of claim 15, wherein the model informa-
tion comprises a delay and modeling method and a number
of channel states.

17. The method of claim 15, further comprising deter-
mining an observation function, wherein the message further
comprises the observation function.

18. The method of claim 15, wherein the network element
is a user equipment(UE).
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19. The method of claim 15, wherein the network element
is a base station (BS).

20. The method of claim 19, further comprising measur-
ing a channel between the BS and a UE to produce a
measured channel, wherein determining the state transition
function comprises determining the state transition function
in accordance with the measured channel.

21. The method of claim 19, further comprising:

generating a finite state Markov chain (FSMC) state

index; and

transmitting, by the BS to the central controller, the

FSMC state index.

22. The method of claim 19, further comprising:

receiving, by the BS from the central controller, a coop-

eration decision;

setting cooperation in accordance with the cooperation

decision;

receiving, by the BS from the central controller, a rate

allocation; and

setting a plurality of rates for a plurality of UEs in

accordance with the rate allocation.

23. The method of claim 22, wherein the cooperation
decision is a rate decision.

24. The method of claim 22, wherein the cooperation
decision is a power level decision.

25. The method of claim 22, wherein the cooperation
decision is a clustering decision.

26. A central controller comprising:

a processor; and

a non-transitory computer readable storage medium stor-

ing programming for execution by the processor, the

programming including instructions to

receive, from a base station (BS), a message indicating
a channel state information (CSI), wherein the cen-
tral controller is a cloud controller for a cloud
random access network (RAN),

retrieve, from a database, a plurality of channel infor-
mation;

determine a state transition function in accordance with
the message and the plurality of channel information,

determine a belief state in accordance with the state
transition function,

determine cooperation for a plurality of BSs compris-
ing the BS in accordance with the belief state to
produce a cooperation decision, and

transmit, to the BS, the cooperation decision.

27. A network element comprising:

a processor; and

a non-transitory computer readable storage medium stor-

ing programming for execution by the processor, the
programming including instructions to receive, from a
central cloud controller, model information,
retrieve, from a database, a plurality of channel informa-
tion corresponding to a plurality of user equipment
(UE) locations and a plurality of UE speeds,

determine a state transition function in accordance with
the model information and the plurality of channel
information, and

transmit, to the central cloud controller, a message com-

prising the state transition function.

28. The central controller of claim 26, wherein the plu-
rality of channel information corresponds to a plurality of
UE locations and a plurality of UE speeds.
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